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Abstract 

In feature selection, a search problem of finding a subset of features from a given set of measurements has been of 
interest for a long time. However, unsupervised methods are scarce. An unsupervised criterion, based on SVD-entropy 
(Singular Value Decomposition), selects a feature according to its contribution to the entropy (CE) calculated on a 
leave-one-out basis. Based on this criterion, this paper proposes a Hybridized Oscillating Search feature selection 
method (HOS) which does not follow a pre defined direction of search (forward or backward). It is a randomized search 
method which begins with a random subset of features. The proposed HOS method makes use of a sequential feature 
selection method called Simple Ranking based on CE to get the initial feature subset. Repeated modification of the 
subset is achieved through up and down swings which form the oscillating cycles. The up swing adds good features to 
the current subset while the down swing removes worst features from the current subset. After each oscillating cycle, 
the subset is evaluated by comparing its predictive accuracy with known classification. Common indices like Rand 
Index and Jaccard Coefficient are used for this purpose. If the last oscillating cycle did not find a better subset, then the 
process ends with the current subset. 
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1. Introduction 
 

Feature selection involves selecting a particular set of 
features of the original problem. Feature filtering is a 
process of selecting features without referring back to the 
data classification or any other target function. Hence we 
find filtering as a more suitable process that may be 
applied in an unsupervised manner [1]. 

Unsupervised feature selection algorithms are quite 
different from the major bulk of feature selection studies 
that are based on supervised methods [2, 3], and compared 
to the latter are relatively overlooked [4]. Unsupervised 
studies, unaided by objective functions, may be more 
difficult to carry out, nevertheless they convey several 
important theoretical advantages in contrast to supervised 
feature selection that may be unable to deal with a new 
class of data [5, 6, 7]. 

Existing methods of unsupervised feature filtering 
include ranking  of features according to range or variance 
[2, 8], selection according to highest rank of the first 
principal component [9, 10] and other statistical criteria. 
An intuitive, efficient and deterministic principle, 
depending on authentic properties of the data, which 
serves as a reliable criterion for feature ranking is based 
on SVD-entropy, selecting a feature according to its 
contribution to the entropy (CE) calculated on a leave-
one-out basis [11] . It has been demonstrated that this 
principle can be turned into efficient and successful 
feature selection methods like simple ranking according to 
higher CE values (SR), sequential forward selection by 

accumulating features according to which set produces 
highest entropy (SFS1), sequential forward selection by 
accumulating features through the choice of the best CE 
out of the remaining ones (SFS2), sequential backward 
elimination (SBE) of features with the lowest CE.  

Most of the above mentioned sequential search 
strategies are based on step-wise adding of features to 
initially empty feature set, or step-wise removing features 
from the initial set of all features. One of the search 
directions, forward or backward, is usually preferred, 
depending on several factors, the expected difference 
between the original and the final required cardinality 
being the most important one. Regardless of the direction, 
it is apparent, that all these algorithms spend a lot of time 
testing feature subsets having cardinalities far distant from 
the required cardinality [12]. 

     Here, a search method is presented, the Hybridized 
Oscillating Search Feature Selection (HOS). This is a 
randomized Search method which begins with an initial 
subset of features and adds / removes features to / from 
this initial set.  

The organization of the paper is as follows: Section 2 
presents the background of the proposed work. The 
proposed work is discussed in section 3. The experimental 
results are provided in section 4. Analysis and Discussion 
of the results are provided in section 5. This paper 
concludes in section 6. 
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2 Background 

  The Oscillating Search is based on repeated 
modification of current subset Xd of d features. This is 
achieved by alternating the down-swings and up-swings. 
The down – swing removes o worst features from the 
current set Xd to obtain a new set Xd – o at first, then adds o 
best features to Xd – o to obtain a new current set Xd. The 
up-swing adds o good features to the current set Xd to 
obtain a new set Xd+o at first, then removes o bad ones 
from Xd+o to obtain a new current set Xd  again. Let us 
denote two successive opposite swings as an oscillation 
cycle. Using this notion, the oscillating search consists of 
repeated oscillation cycles [12].   

Every oscillation algorithm assumes the existence of 
some initial set of d features. Obtaining such an initial set 
will be denoted as an initialization. Oscillating algorithms 
may be initialized in different ways: the simplest ways are 
random selection or the forward selection procedure. 
From this point of view the oscillating search may serve 
as a mechanism for tuning solutions obtained in another 
way [12]. 

To decide on the best and worst features, some 
unsupervised feature selection criterion has to be used.  

Let us consider a dataset of n instances and m features 
A[nXm] = {A1, A2, …, Ai, …, An} , where each instance, or 
observation, Ai is a vector of m measurements or features.  
The objective is to obtain a subset of features of size mc < 
m, that, in a sense to be defined below, best represents the 
data. Alter et al., [13] have defined a SVD (singular value 
decomposition) based entropy of the dataset.  Denote by    
Sj the singular values of the matrix A.  Sj

2 are then the 
eigen values of the n x n matrix A * At.  Let us define the 
normalized relative values (Wall, M., Rechtsteiner, A. and 
Rocha, L., 2003): 

  ∑=
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and the resulting dataset entropy (Alter, O., Brown, P.O. 
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 This entropy varies between 0 and 1. E = 0 corresponds 
to an ultra ordered dataset that can be explained by a 
single eigenvector (problem of rank 1), and E = 1 stands 
for a disordered matrix in which the spectrum is uniformly 
distributed. 

The contribution of the i th  feature to the entropy (CEi)  
is defined by a leave-one-out comparison according to 

       CEi = E (A[nXm]) – E (A[nX(m-1)])             (3) 

where the ith feature was removed in A[nX(m-1)] . Let us 
define the average of all CE to be c. We distinguish then, 
between three groups of features:  

(i)   CEi > c, features with high contribution 

(ii)  CEi = c, features with average contribution 

(iii) CEi < c, features with low (usually negative)   
contribution 

Let mc represent the number of features whose CE value is 
greater than the average of all the CE values. Then 
Entropy maximization can be implemented in three 
different ways [7]:  

i) Simple ranking (SR) – Select mc features 
according to the highest ranking order of their CEi  values. 

ii) Sequential Forward Selection (SFS) – Choose 
the first feature according to the highest CE. Recalculate 
the CE values of the remaining features and select the 
second feature according to the highest CE value. 
Continue the same way until mc features are selected. 

iii) Sequential Backward Elimination (SBE) – 
Eliminate the feature with the lowest CE value. 
Recalculate the CE values and iteratively eliminate the 
lowest one until mc features remain. 

3   Proposed Work 

Hybridized Oscillating Search feature selection 
method (HOS) does not follow a pre defined direction of 
search (forward or backward). It is a randomized search 
method which begins with a random subset of features. 
The proposed HOS method makes use of a sequential 
feature selection method called Simple Ranking based on 
the Contribution Entropy (CE) value [7] to get the initial 
feature subset. Repeated modification of the subset is 
achieved through up and down swings which form the 
oscillating cycles. The up swing adds good features to the 
current subset while the down swing removes worst 
features from the current subset. After each oscillating 
cycle, the subset is evaluated by comparing its predictive 
accuracy with known classification[14, 15]. Common 
indices like Rand Index and Jaccard Coefficient can be 
used for this purpose. If the last oscillating cycle did not 
find a better subset, then the process ends with the current 
subset. The pseudo code of HOS method is given in Fig. 1 
Let Y  be the given data set with D features. 

Let ADD(o) represents adding of o features and 
REMOVE(o) represents removing of o features. 

Let R represents the Rand Index score and J represents the 
Jaccard Coefficient score of YD. 

1. Calculate the CE value for each feature in Y. 

2. Find the initial sub set Xd of d features using 
Simple Ranking (SR) method. 

 
3. Calculate Rand score R1 or Jaccard score J1 for 

Xd. 
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4. While (R1  > R) ¦¦ (J1  > J)  do 
a) Perform REMOVE(o) to remove 

features in Xd with lowest CE value and 
generate a new feature subset Xd-o. 

b) R  = R1, J  = J1, Xd  = Xd-o 
c) Goto step 3. 

5. While (R1  < R  ¦¦  J1  < J) do 
a) Perform ADD(o) to select features from 

YD  –  Xd with highest CE value and add 
them to Xd to generate a new feature 
subset Xd+o. 

b) R  = R1, J  = J1, Xd  = Xd+o 
c) Goto step 3. 

       6.    End 

Fig. 1 Pseudo code for Hybridized Oscillating Search 
(HOS) method 

4  Experimental Results 

The HOS method of feature selection is experimented 
with  four different data sets from the UCI machine 
learning repository [www.archive.ics.uci.edu]. The 
experimental procedure and the results obtained are 
explained below for each of the chosen data set. 

4.1 Lung Cancer Data set 

This data set contains 56 features and 32 instances. 
The initial feature subset selected  through Simple 
Ranking (SR) method contains 24 features. The Rand 
index value is calculated for this initial subset of features 
and they are found to be more than the index value 
calculated with all features. Hence features with lowest 
CE value are to be removed from the initial set. Feature 
number 8 of the initial set has the lowest CE value 0.0002 
and it is removed. Now the feature subset contains 23 
features and the indices are calculated again. They are 
again found to be greater than the previous values and 
hence features with lowest CE value are to be removed 
from the current subset. Features 31 and 32 of the current 
subset have lowest CE value 0.0005 and are removed. 
Now the feature subset contains 21 features and the 
indices are calculated again. They are found to be lesser 
than the previous values and hence the removed features 
31 and 32 are added to the current feature set and this 
becomes the finally selected feature subset. The results are 
tabulated in Table. 1 

Table 1. Experimental results for Lung Cancer Data set 

 No. of Features Rand Index 
Known 
Classification 

56 0.6379 

All Features 56 0.6049 
Initial Feature subset 24 0.6543 
Iteration I 23 0.6927 
Iteration II 21 0.6601 
Iteration III 23 0.6927 

 4.2  Cardiac Tomography Data set 
 

This data set contains 44 features and 187 instances. 
The initial feature subset selected through Simple Ranking 

(SR) method contains 17 features. The Rand index value 
is calculated for this initial subset of features and they are 
found to be less than the index values calculated with all 
features. Hence features with CE value smaller than 
0.0538 (the lowest CE value in the initial feature subset) 
from the original feature set are to be added to the initial 
set. Feature number 36 of the original set has the  CE 
value 0.0317 and it is added to the initial subset. Now the 
feature subset contains 18 features and the indices are 
calculated again. They are again found to be lesser than 
the previous values and hence features with CE value 
smaller than 0.0317 (the lowest CE value in the current 
subset) are to be added to the current subset. Feature 15 of 
the original set has the CE value 0.0102 and it is added to 
the current subset. Now the feature subset contains 19 
features and the indices are calculated again. They are 
again found to be lesser than the previous values and 
hence features with CE value smaller than 0.0102 (the 
lowest CE value in the current subset) are to be added to 
the current subset. Feature 18 of the original set has the 
CE value 0.0032 and it is added to the current subset. 
Now the feature subset contains 20 features and the 
indices are calculated again. Now the Rand index value is 
same as the previous iteration which means that the 
feature subset with 19 features is the finally selected 
feature subset. The results are tabulated in Table 2: 

Table 2. Experimental results for Cardiac Tomography                 
Data set 

 No. of Features Rand Index 

Known 
Classification 

44 0.5938 

All Features 44 0.5938 
Initial Feature subset 17 0.5604 
Iteration I 18 0.5681 
Iteration II 19 0.5762 
Iteration III 20 0.5762 
Iteration IV 19 0.5762 

 
 
4.3 Dermatology Data set 
 

This data set contains 33 features and 366 instances. 
The initial feature subset selected through Simple Ranking 
(SR) method contains 26 features. The Rand index value 
is calculated for this initial subset of features and they are 
found to be more than the index values calculated with all 
features. Hence features with lowest CE value are to be 
removed from the initial set. Features 12, 16 and 20 of the 
initial set have the lowest CE value 0.0013 and they are 
removed. Now the feature subset contains 23 features and 
the indices are calculated again. They are found to be 
lesser than the previous values and hence the removed 
features 12, 16 and 20 are added to the current feature 
subset. Now the feature subset contains 26 features and 
this becomes the finally selected feature subset. The 
results are tabulated in Table 3: 
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 Table 3. Experimental results for Dermatology Data set 

 No. of Features Rand Index 
Known 
Classification 

33 0.7755 

All Features 33 0.6056 
Initial Feature subset 26 0.6358 
Iteration I 23 0.5826 
Iteration II 26 0.6358 

 
4.4 Ionosphere Data set 

This data set contains 34 features and 351 instances. 
The initial feature subset selected  through Simple 
Ranking (SR) method contains 16 features. The Rand 
index value is calculated for this initial subset of features 
and they are found to be less than the index values 
calculated with all features. Hence features with CE value 
smaller than 0.0053 (the lowest CE value in the initial 
feature subset) from the original feature set are to be 
added to the initial set. Feature number 31 of the original 
set has the  CE value 0.0012 and it is added to the initial 
subset. Now the feature subset contains 17 features and 
the indices are calculated again. They are found to be 
more than the previous values. Hence feature 31 with 
lowest CE value is to be removed from the current set. 
But then the Rand Index value will become less. Hence 
the feature set with 17 features is the selected subset. The 
results are tabulated in Table 4: 

        Table 4. Experimental results for Ionosphere Data set 

 No. of 
Features 

Rand Index 

Known Classification 34 0.5901 
All Features 34 0.5901 
Initial Feature subset 16 0.5068 
Iteration I 17 0.5132 
Iteration II 16 0.5068 
Iteration III 17 0.5132 

 
5   Conclusion 

A novel principle for unsupervised feature filtering is 
based on maximization of SVD-entropy.  The features are 
ranked according to their CE values.  Based on this 
principle, four feature selection methods have already 
been implemented.  This paper proposes the Hybridized 
Oscillating Search feature selection (HOS) method in 
which no pre defined direction of search (forward or 
backward) is followed. The proposed HOS method makes 
use of a sequential feature selection method called Simple 
Ranking based on the Contribution Entropy (CE) value to 
get the initial feature subset. Repeated modification of the 
subset is achieved through up and down swings which 
form the oscillating cycles. After each oscillating cycle, 
the subset is evaluated by comparing its predictive 
accuracy with known classification. Common indices like 
Rand Index and Jaccard Coefficient are used for this 
purpose. The proposed algorithm is experimented with 
bench mark data sets and the results are analysed. 
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