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Abstract

In feature selection, a search problem of findingubset of features from a given set of measuresrieae been of
interest for a long time. However, unsupervisedhmés$ are scarce. An unsupervised criterion, basegMD-entropy
(Singular Value Decomposition), selects a featweosding to its contribution to the entropy (CE)ccéated on a
leave-one-out basis. Based on this criterion, gaiper proposes a Hybridized Oscillating Searchufeaselection
method (HOS) which does not follow a pre defina@dion of search (forward or backward). It is adamized search
method which begins with a random subset of featufée proposed HOS method makes use of a seduieatiare
selection method called Simple Ranking based ontcCget the initial feature subset. Repeated maatific of the
subset is achieved through up and down swings wioich the oscillating cycles. The up swing addsdyématures to
the current subset while the down swing removesstMaatures from the current subset. After eaclilaog cycle,
the subset is evaluated by comparing its prediciseuracy with known classification. Common inditiée Rand
Index and Jaccard Coefficient are used for thipgse. If the last oscillating cycle did not findetter subset, then the
process ends with the current subset.

Keywords: Unsupervised Feature Selection, Contribution &tr(CE), Hybridized Oscillating Search (HOS), Sienp
Ranking (SR), Rand Index, Jaccard Coefficient.

1. Introduction accumulating features according to which set preduc
highest entropy (SFS1), sequential forward selachy
Feature selection involves selecting a particudrod accumulating features through the choice of tha B&s
features of the original problem. Feature filteriga out of the remaining ones (SFS2), sequential baakwa
process of selecting features without referringkitacthe elimination (SBE) of features with the lowest CE.
data classification or any other target functioenkke we

find filtering as a more suitable process that ntmy  Most of the above mentioned sequential search
applied in an unsupervised manner [1]. strategies are based on step-wise adding of featire

initially empty feature set, or step-wise removiegtures
Unsupervised feature selection algorithms are quiiem the initial set of all features. One of theasy
different from the major bulk of feature selectistudies directions, forward or backward, is usually predeir
that are based on supervised methods [2, 3], ampa@d depending on several factors, the expected diféeren
to the latter are relatively overlooked [4]. Unsuypged between the original and the final required caritya
studies, unaided by objective functions, may be emobeing the most important one. Regardless of thection,
difficult to carry out, nevertheless they convewesal it is apparent, that all these algorithms spendt @fl time
important theoretical advantages in contrast testped testing feature subsets having cardinalities fatadit from
feature selection that may be unable to deal witiew the required cardinality [12].

class of data [5, 6, 7].
Here, a search method is presented, the Hgbdd

Existing methods of unsupervised feature filterin@scillating Search Feature Selection (HOS). Thisais
include ranking of features according to ranggasiance randomized Search method which begins with anainiti
[2, 8], selection according to highest rank of finst subset of features and adds / removes featuregroon/
principal component [9, 10] and other statisticalecia. this initial set.

An intuitive, efficient and deterministic principle

depending on authentic properties of the data, wvhic The organization of the paper is as follows: Sec@o
serves as a reliable criterion for feature rankipased presents the background of the proposed work. The
on SVD-entropy, selecting a feature according ® iproposed work is discussed in section 3. The exparial
contribution to the entropy (CE) calculated on avke results are provided in section 4. Analysis anccOssion
one-out basis [11] . It has been demonstrated ttiiat Of the results are provided in section 5. This pape
principle can be turned into efficient and sucaglssfconcludes in section 6.

feature selection methods like simple ranking adicgr to

higher CE values (SR), sequential forward selechgn
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2 Background (i) CE > c, features with high contribution

The Oscillating Search is based on repeated (i) CE = c, features with average contribution
modification of current subsety of d features. This is ) _
achieved by alternating the down-swings and up-gsvin (i) CE < ¢, features with low (usually negative)
The down — swing removes o worst features from the contribution

current seX; to obtain a new se{;_, at first, then adds o .
best features t&, _ ,to obtain a new current sit. The Let m.represent the number of features whose CE value is

up-swing adds o good features to the currentXgeto greater than .th.e average of aII. the CE valu_es. Then
obtain a new seXg., at first, then removes o bad Oneg_ntropy maximization can be implemented in three
from Xg.o to obtain a new current si again. Let us different ways [7]:
denote two successive opposite swings as an dsuilla
cycle. Using this notion, the oscillating searcmsists of
repeated oscillation cycles [12].

Every oscillation algorithm assumes the e_x_isfterfce 0 i) Sequential Forward Selection (SFS) — Choose
some initial set of d featp_re; O.btalnlng. S“.Chm'“?" Sel the first feature according to the highest CE. Redate
will be d.eF‘F’te.d as an.lnltlahzatlon. Oscﬂlgtm@@rlthms the CE values of the remaining features and sdlext
may be initialized in different ways: the simplestys are second feature according to the highest CE value.

random_ sele_ct|on or the forwgrd_ selection procedur8ontinue the same way until.fieatures are selected.
From this point of view the oscillating search ns®rve

as a mechanism for tuning solutions obtained irtraro i) Sequential Backward Elimination (SBE) —
way [12]. Eliminate the feature with the lowest CE value.
Recalculate the CE values and iteratively elimingie
fvest one until nfeatures remain.

i) Simple ranking (SR) — Selean, features
according to the highest ranking order of ti&l; values.

To decide on the best and worst features, so
unsupervised feature selection criterion has todeel.

Let us consider a dataset of n instancesmafehtures
Apnxmy = {An A, ..., A ..., A}, where each instance, or
observation, Ais a vector of m measurements or features.
The objective is to obtain a subset of featuresizédm, <
m, that, in a sense to be defined below, best repteshe
data. Alter et al., [13] have defined a SVD (sirgulalue

3 Proposed Work

Hybridized Oscillating Search feature selection
method (HOS) does not follow a pre defined diracid
search (forward or backward). It is a randomizearce
o method which begins with a random subset of feature
decomp_osmon) based entropy of t.he d?taset. [eebypt The proposed HOS method makes use of a sequential
S. the singular values of thg m?trl;x g are thgn the feature selection method called Simple Ranking dhase
eigen v_alues of _the X nmatrixA * A. Let us d_eflne the the Contribution Entropy (CE) value [7] to get tingial
normalized relative values (Wall, M., Rechtsteirerand feature subset. Repeated modification of the subset
Rocha, L., 2003): achieved through up and down swings which form the
oscillating cycles. The up swing adds good feattwethe
Vi = SZ/ZSkZ (1) current subset while the down swing removes worst
- features from the current subset. After each adily
cycle, the subset is evaluated by comparing itdliptige
and the resulting dataset entropy (Alter, O., BroRrO. accuracy with known classification[14, 15]. Common
and Botstein, D., 2000): indices like Rand Index and Jaccard Coefficient ban
used for this purpose. If the last oscillating eydid not

1 N find a better subset, then the process ends watleuirent
= ——2\/; log(Vi) (2) _subset. The pseudo code of HOS method is giveiginlF
log(N) = LetY be the given data set wibhfeatures.

This entropy varies between 0 and 1. E = 0 cormdpo Let ADD(0) represents adding offeatures and

to an ultra ordered dataset that can be explaine@ b REMOVE(o) represents removing ofeatures.
single eigenvector (problem of rank 1), and E =tdhds

for a disordered matrix in which the spectrum igammly | et R represents the Rand Index score angpresents the
distributed. Jaccard Coefficient score .

The contribution of thé" feature to the entrop{CE)
is defined by a leave-one-out comparison accortting

CE: = E (Auum) ~ E (hona) @ 2 Eindine il sub setyofd features using

1. Calculate the CE value for each featur¥.in

where the T feature was removed iApxm.y - Let us
define the average of all CE to beWe distinguish then, 3. Calculate Rand scof® or Jaccard scord for
between three groups of features: X
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4., While R, >R) !l 0; >J) do (SR) method contains 17 features. The Rand ind&xeva
a) Perform REMOVE(0) to remove is calculated for this initial subset of featuresl ahey are
features inXywith lowest CE value and found to be less than the index values calculatitd a¥
generate a new feature subXgt. features. Hence features with CE value smaller than
b) R =R, J =Jy, Xd =Xy, 0.0538 (the lowest CE value in the initial featstdset)
c) Goto step 3. from the original feature set are to be added ¢oiritial
5. While (R, <R |} J; <J)do set. Feature number 36 of the original set has G

a) Perform ADD(0) to select features fromvalue 0.0317 and it is added to the initial subSetw the
Yp — Xy with highest CE value and add feature subset contains 18 features and the indices
them toX, to generate a new feature  calculated again. They are again found to be letsar

subseXg+o. the previous values and hence features with CEevalu
b) R =Ry, J =J;, Xd =X+ smaller than 0.0317 (the lowest CE value in theemr
c) Goto step 3. subset) are to be added to the current subseureet of
6. End the original set has the CE value 0.0102 andatided to

the current subset. Now the feature subset contbéhs

Fig. 1 Pseudo code for Hybridized Oscillating Sharc features and the indices are calculated again. Hrey

(HOS) method again found to be lesser than the previous values a
. hence features with CE value smaller than 0.0162 (t
4 Experimental Results lowest CE value in the current subset) are to weddo

o ) the current subset. Feature 18 of the originalhset the
The HOS method of feature selection is experimented: \,a1ue 0.0032 and it is added to the current efubs

with  four different data sets from the UCI machinQoy the feature subset contains 20 features and the

learning  repository _[www.archive.ics.uci.gdu The jngices are calculated again. Now the Rand indéuevis

experimental procedure and the results obtained @gme as the previous iteration which means that the

explained below for each of the chosen data set. feature subset with 19 features is the finally ctelé
feature subset. The results are tabulated in Table

4.1 Lung Cancer Data set

This data set contains 56 features and 32 instance;— able 2. Expenmentall:);etzusltestfor Cardiac Tomogyaph

The initial feature subset selected through Simple

Ranking (SR) method contain_s 24 features. The Rand No. of Features| Rand Inde
index value is calculated for this initial subséffeatures

and they are found to be more than the index valu&nown 44 0.5938
calculated with all features. Hence features witvdst | Classification '

CE value are to be removed from the initial setatée | All Features 44 0.5938
number 8 of the initial set has the lowest CE vall@®02 | Initial Feature subse 17 0.5604
and it is removed. Now the feature subset cont2idis | Iteration | 18 0.5681
features and the indices are calculated again. Ehmey | Iteration Il 19 0.5762
again found to be greater than the previous vahrebs | Iteration Il 20 0.5762
hence features with lowest CE value are to be rechoy Iteration IV 19 0.5762

from the current subset. Features 31 and 32 ofuh@nt
subset have lowest CE value 0.0005 and are removed.
Now the feature subset contains 21 features and #8 Dermatology Data set
indices are calculated again. They are found tdebser
than the previous values and hence the removedrésat This data set contains 33 features and 366 instance
31 and 32 are added to the current feature sefttiad The initial feature subset selected through SirRalaking
becomes the finally selected feature subset. Thdteeare (SR) method contains 26 features. The Rand ind&xeva
tabulated in Table. 1 is calculated for this initial subset of featuresl ahey are
) found to be more than the index values calculatitid a¥

Table 1. Experimental results for Lung Cancer 3&a  features. Hence features with lowest CE value arbet

removed from the initial set. Features 12, 16 ahdfZhe

No. of Features Rand Index jnjtial set have the lowest CE value 0.0013 ang thee
Known 56 0.6379 removed. Now the feature subset contains 23 festmd
Classification the indices are calculated again. They are foundeo
All Features 56 0.6049 | |esser than the previous values and hence the emov
Initial Feature subse 24 0.6543 | features 12, 16 and 20 are added to the currettréea
Iteration | 23 0.6927 subset. Now the feature subset contains 26 feaamds
Iteration I 21 0.6601 this becomes the finally selected feature subsée T
Iteration ll| 23 0.6927 results are tabulated in Table 3:

4.2 Cardiac Tomography Data set

This data set contains 44 features and 187 instance
The initial feature subset selected through SirRaeking
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Table 3. Experimental results for Dermatology Dsta
No. of Features| Rand Index [1]

Known

Classification 33 0.7755

All Features 33 0.6056
Initial Feature subse 26 0.6358
Iteration | 23 0.5826 [2]
Iteration I 26 0.6358

4.4 |onosphere Data set [3]

This data set contains 34 features and 351 instance
The initial feature subset selected through Simple
Ranking (SR) method contains 16 features. The Rand
index value is calculated for this initial subséfeatures
and they are found to be less than the index values
calculated with all features. Hence features withv@lue
smaller than 0.0053 (the lowest CE value in théiahi [4]
feature subset) from the original feature set arebé
added to the initial set. Feature number 31 ofatfiginal
set has the CE value 0.0012 and it is added tanttial
subset. Now the feature subset contains 17 featmds [5]
the indices are calculated again. They are foundbeto
more than the previous values. Hence feature 3h wit
lowest CE value is to be removed from the current s[6]
But then the Rand Index value will become less. dden
the feature set with 17 features is the selectbdetuThe
results are tabulated in Table 4:

7
Table 4. Experimental results for lonospheata set ]

No. of | Rand Index
Features 8]
Known Classification| 34 0.5901
All Features 34 0.5901
Initial Feature subset 16 0.5068 [9]
Iteration | 17 0.5132
Iteration I 16 0.5068
Iteration Il 17 0.5132 [10]

5 Conclusion

A novel principle for unsupervised feature filtagimns
based on maximization of SVD-entropy. The featames [11]
ranked according to their CE values. Based on this
principle, four feature selection methods have aalye
been implemented. This paper proposes the Hyleddiz
Oscillating Search feature selection (HOS) method [12]
which no pre defined direction of search (forwamd o
backward) is followed. The proposed HOS method make
use of a sequential feature selection method c&liegble
Ranking based on the Contribution Entropy (CE) eatu [13]
get the initial feature subset. Repeated modificatf the
subset is achieved through up and down swings which
form the oscillating cycles. After each oscillatingcle,
the subset is evaluated by comparing its predictiye4]
accuracy with known classification. Common inditike
Rand Index and Jaccard Coefficient are used fas thi
purpose. The proposed algorithm is experimentedh wit
bench mark data sets and the results are analysed.
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